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Abstract

The Natural Language Query (NLQ) task involves local-
izing a temporal window in an egocentric video that pro-
vides an answer to a posed query. These queries mimic the
cognitive processes of the camera wearer involved in recall-
ing past actions or locating misplaced items. In this work,
we present a novel solution to the Ego4D NLQ challenge,
inspired by the concept of “inner speech” in cognitive sci-
ence. Our proposed pipeline first uses image and video
captioning models to generate captions that encapsulate
sufficient details from the egocentric video. The captions
are then fed in a large language model (LLM) to generate
coarse-grained predictions containing multiple potential
response windows. Finally, a pre-trained NLQ model fur-
ther filters and refines these windows. Results show that our
approach outperforms the baseline NaQ++ ReLER model,
suggesting a promising research direction for employing
LLMs in video question-answering tasks. Code is avail-
able at https://github.com/YingWANGG/LLM-
Inner-Speech.

1. Introduction
Given an egocentric video and a query, the NLQ chal-

lenge in the Ego4D Episodic Memory task requires localiz-
ing a temporal window where the answer to the query can
be deduced. These queries, such as “where did I put the
keys” and “how many drawers did I open,” are closely re-
lated to the camera wearer’s daily life experience and re-
semble the situations when people recall their past actions
or the location of misplaced items. A myriad of methods
has been explored, primarily focusing on improvements in
network architecture and leveraging pre-training for better
image and video features.

Recent advancements in Large Language Models
(LLMs), such as OpenAI’s GPT series, have demonstrated
the remarkable capabilities of LLMs in their comprehension
of both visual and natural language inputs. GPT-4 [17], the
most advanced of this series as of our study, has shown com-
petitive zero-shot performance across various vision and

natural language learning benchmarks, thereby offering a
promising paradigm shift from conventional methods.

Motivated by the success of LLMs and other founda-
tional models in many vision and language tasks, we ex-
plore the usage of video captioning models and LLMs to-
wards solving the NLQ task. We employ the concept of
“inner speech” in formulating queries for LLMs, specifi-
cally OpenAI’s GPT-4, to generate responses based on cap-
tions from egocentric videos. Inner speech refers to the in-
ternal narrative that accompanies one’s cognitive processes.
This concept has been extensively studied in psychology
and cognitive science, with evidence suggesting it plays a
crucial role in memory recall, problem-solving, and plan-
ning [1, 2, 12, 18].

One of the most challenging aspects of the Ego4D
dataset is that the videos are much longer compared to prior
egocentric video datasets such as Charades-Ego [21] and
Epic-Kitchens [7]. Some prior works [13, 19] fail to con-
sider the long-term temporal dependencies in long Ego4D
videos due to architectural limitations. To condense the in-
formation in each video to be further processed by an LLM,
we use image and video captioning models to generate a de-
scriptive narrative that includes sufficient details about the
environment, the subject’s actions, and other relevant ob-
jects in the footage. This narrative acts as a simulation of
inner speech when it is subsequently processed by GPT-4
to generate responses to the posed queries. Due to the re-
striction on the context length of GPT-4, we only require a
coarse-grained prediction containing multiple intervals that
potentially contain the answer at this stage. In the end, simi-
lar to [10], we use a pre-trained NLQ model to further refine
the response windows.

Our proposed approach with GIT as captioning model
improves the baseline model (NaQ++ ReLER [20]) by
around 0.4% on the test data and around 1% on the valida-
tion data. Utilizing the official narrations from the Ego4D
dataset, our method improves the baseline model by around
1.68%, indicating the potential of our method.

https://github.com/YingWANGG/LLM-Inner-Speech
https://github.com/YingWANGG/LLM-Inner-Speech
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Figure 1. Pipeline of the proposed approach. Since GPT-4 cannot directly process the image or video data, we utilize an image/video
captioning model to convert the input video clip into a series of captions (Stage 1). We then combine the resulting captions and the given
queries and send the long text as a user prompt to GPT-4, which will generate a data frame as a response (Stage 2). We now obtain a
coarse-grained range of candidate temporal windows for each query, which is shorter than the original clip. We then feed the filtered video
to a base NLQ model to make the final fine-grained predictions (Stage 3).

2. Related Work

Natural Language Queries in Egocentric Videos.
Much progress has been made since the introduction of the
Ego4D Natural Language Queries (NLQ) task [9]. This is a
challenging task due to the sparsity of annotations and the
length of videos in the dataset. [9] evaluates VSLNet [26] on
this task as a baseline. ReLER [16] proposes a novel multi-
scale cross-modal transformer architecture, a video frame-
level contrastive loss, and two data augmentation strate-
gies. InternVideo [4] improves the quality of video features
by carefully pre-training and fine-tuning a VideoMAE-L
Model [22], and ensemble the features and predictions.
More recently, NaQ [20] introduces a data augmentation
strategy to transform video narrations into training data for
the NLQ task, alleviating the problem of sparse annotation.
The current state-of-the-art model, NaQ++ ReLER, is ob-
tained by training the ReLER model with NaQ data.

Large Language Models for Multi-modal Learning.
Large Language Models (LLMs) [6, 17, 23] have demon-
strated an excellent ability to understand visual and natural
language inputs [3]. Many prior works have explored the
usage of LLMs in multi-modal learning. LlamaIndex [15]
provides a data framework to integrate many different data
types into a shared encoding for LLMs to ingest. PaLM-
E [8] enhances PaLM [6], a powerful LLM, by adding sen-
sor data from a robot and obtaining in a single model with
general capabilities in visual, language, and robotic tasks.
[28] proposes an interactive perception framework that uses
an LLM to actively acquired information about the envi-
ronment, reason over multi-modal information, and plan
task execution. [27] proposes a chain-of-thought reasoning
(CoT) prompting method for LLMs to get better perfor-
mance on visual question-answering (VQA). The Socratic
models [25] quantitatively evaluate the zero-shot reasoning
capability of LLM on image captioning and video-to-text
retrieval and demonstrate the performance is on par with
current standards, while illustrative examples are shown to
highlight the potential for broader multimodal applications

such as egocentric video question answering and robotic
perception and planning. To the best of our knowledge, our
work is the first to use a general purpose chat-based LLM
in the NLQ task. Similar to [25], we employ a text-based
reasoning pipeline; in addition, we propose a novel pipeline
for generating temporal localization outputs.

3. Methodology
Our proposed method converts egocentric videos into a

series of captions and performs natural language query us-
ing LLMs. There are three stages: 1) the first stage requires
a comprehensive understanding of the video context, possi-
bly achieved by an image or a video captioning model; 2)
the second stage involves an LLM such as GPT-4 effectively
utilizing this context to filter the input; and 3) the last stage
utilizes a pre-trained NLQ model for fine-grained answers
(Figure 1). A detailed breakdown is as follows.

1) Video Captioning. First, we use a number of state-of-
the-art image or video captioning models to obtain detailed
narratives of given egocentric videos. Since the video data
adopts a first-person view and is very different from other
video datasets, we finetune existing image/video captioning
models on the Ego4d Narration data to better capture the
activities of the subject in the video.

Considering the redundancy of neighboring frames and
the restriction on the context length, we downsample the
original videos before feeding them to captioning models.

2) LLM Inner Speech. We leverage the contextual un-
derstanding and reasoning skills of LLMs to process the list
of captions from the previous stage and produce a set of rel-
evant intervals related to the natural language query. We use
“You are the person c and want to recall your memory to an-
swer a list of questions.” as the system prompt to give the
model the context of the NLQ task. We then merge prepro-
cessed captions and queries into a template to formulate an
instructive and contextualized prompt. An example of the
template is shown in the left half of Figure 2. When process-
ing a question, LLMs can take into consideration the full



Timestamp Caption
18900 c looks around
19000 c looks around
19100 c looks around
19200 c walks around the supermarket
19300 person x talks to c
19400 c looks around
19400 c looks around
19500 c looks around
19600 c looks around
19700 c looks around
19800 c looks around
19900 c looks around
20000 c looks around
20100 c looks around
20200 c looks around
20300 c looks around
20400 c walks around the supermarket

… …

Timestamp Caption
18900-19150 c looks around
19150-19250 c walks around the supermarket
19250-19350 person x talks to c
19350-20350 c looks around
20350-20400 c walks around the supermarket

… …

You are the person c. Here is a list of pairs, each 
includes an interval of timestamps and a summary 
of activities that you did in your memory at those 

timestamps. Imagine you want to recall your 
memory to answer a list of questions below:

However, just by looking at the summaries 
perhaps will not help you answer the question, 

and you wish to see the visual scene again. 
Now, imagine that you can go back in time to 

revisit a temporal window consisting of 
timestamps and see the visual scene again. 

Make your best guess, what are the time 
intervals that you would like to revisit? If you 

are not confident about your prediction, you can 
guess a wider interval. Output the above results 
into a csv, where the first column is query index, 

the second column is the question, the third 
column is the list of predicted intervals.

+

id Query
81 who did I interact with when I was shopping
82 what cake did I carry
… …

+

+

{"id": ”xxxxxxxx", "object": "chat.completion", "created": 
xxxxxxx, "model": "gpt-4-0314", "usage": {"prompt_tokens": 
1328, "completion_tokens": 174, "total_tokens": 1502}, 
"choices": [{"message": {"role": "assistant", "content": 
"query_index,query,predicted_intervals\n81.0,who did I 
interact with when I was shopping,\"19250-19350, 28150-
28250, 28350-28450, 28650-28750, 29350-29450, 30950-
31050\"\n82.0,what cake did I carry, Not mentioned …"}, 
"finish_reason": "stop", "index": 0}]}
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“You are the person c and want 
to recall your memory to 
answer a list of questions.”

query_
index query predicted_intervals

81 who did I interact with 
when I was shopping

19250-19350, 28150-28250, 
28350-28450, 28650-28750, 
29350-29450, 30950-31050

82 what cake did I carry Not mentioned
… … …

query_
index formatted predicted_intervals

81
[[19250-19350], [28150-28250], 
[28350-28450], [28650-28750], 
[29350-29450], [30950-31050]]

82 [[18900,32685]]
… …
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Figure 2. Example input and output of GPT-4. During prepossessing (left), we reduce the total length of captions by removing uninforma-
tive phrases such as “in the image” and union neighboring timestamps with the same caption. We then combine captions and queries using
the template, encouraging GPT-4 to make reasonable guesses leveraging reasoning skills when the query is not mentioned in the captions.
After gathering a response from GPT-4 (right), we convert the response string into a data frame and format the text of predicted intervals
as a structured list of intervals. For null predictions, we replace them with the start and end time of the original clip.

context in the template and utilize different pieces of infor-
mation to produce the most probable answer, mimicking the
humans’ memory recall process. For example, when asking
“Who did I interact with when I was shopping?”, GPT-4 is
able to filter all captions and produce a list of intervals in-
volving “person x talking to c” where c is the subject in the
video and x refers to the other person.

Since it is inevitable to lose information when converting
videos into texts, we particularly instruct LLMs to imagine
the visual scene underlying the given captions. For exam-
ple, one query asks “What size of washer did I pick ?” but
there are no captions explicitly mentioning the washers. In
this example, GPT-4 displays its capability to capture im-
plicit information and infer based on context. GPT-4 an-
swers “choosing the time points where I picked items from
the table or the floor, as these instances may provide more
context about the objects and their locations.” By grasping
nuanced relationships and dependencies within the given
context, GPT-4 is able to filter out the most relevant infor-
mation within the extensive video data provided.

We also perform post-processing steps on the generated
response shown on the right half of Figure 2. After convert-
ing GPT4’s predictions into data frames, we process the out-
put string to a list of intervals [(s1, e1), (s2, e2) . . . (sn, en)].
For queries without predictions, we simply use the clip start
and end time (s, e) as the default interval.

3) Finegrained Localization. After obtaining a set of fil-
tered time windows, we need to come up with a set of fine-
grained timestamps. For this task, we use the current state-
of-the-art NLQ model, NaQ++ ReLER [20], as the base

model to refine the predictions. Since the original input,
a long video clip, is filtered into a list of short candidate
intervals, the NLQ model can focus on key events that oc-
cur during the specified time windows and thus make more
accurate and precise predictions.

To minimize the risk of missing the target temporal win-
dow, we extend the predicted intervals by a constant win-
dow size α before feeding the filtered video into the NLQ
model. Specifically, for each (si, ei), the new start time is
min(si − α, s) and new end time is max(ei + α, e) where
s and e are the start and end time of the original clip. Note
that as α increases, our LLM filtering has less impact.

If the prediction for a certain query contains multiple
candidate intervals, we input them separately into the lo-
calization model and record the softmax scores of the top 5
predictions for each candidate. We consider all candidates
equally and select the top 5 with the highest scores among
all predictions as the final output.

4. Experiments
Experiment Setup. For image and video captioning, we
first use GIT [24] from HuggingFace,1 which utilizes
CLIP’s vision encoder and is pretrained on 0.8 billion
image-text pairs, achieving state-of-the-art performance on
image/video captioning. We then finetune GIT on Ego4D
Narration data to transfer the learned representations to ego-
centric data. We also experiment with LLAVA [14], a re-
cently released large vision-language model that combines
a vision encoder with pre-trained Vicuna [5]. We construct

1https : / / huggingface . co / docs / transformers /
model_doc/git

https://huggingface.co/docs/transformers/model_doc/git
https://huggingface.co/docs/transformers/model_doc/git


Validation Test

Model Window meanR@1 R@1 R@1 meanR@1 R@1 R@1
IoU@0.3 IoU@0.5 IoU@0.3 IoU@0.5

Ours (LLAVA) 240 19.13 22.15 16.11 - - -
NAQ++ RELER [20] - 20.13 22.82 17.45 17.69 21.73 13.66
Ours (IGIT) 240 20.81 24.16 17.45 - - -
Ours (VGIT) 50 20.81 23.49 18.12 17.45 21.50 13.39
Ours (GIT++) 240 21.14 24.16 18.12 18.07 22.02 14.11
Ours (Ego4D Narr.) 50 21.81 24.83 18.79 - - -

Table 1. Performance different caption models sorted by meanR@1. IGIT=Image GIT, VGIT=Video GIT, GIT++=combining predications
from IGIT+VGIT. When the window size reaches the length of the clip, the results should be exactly the same as directly applying the base
model. Thus, we restrict the window size α to under 240s (around one half of the clip length). The bold number denotes the highest and
the underlined the second highest. The last row represents using existing narrations from the Ego4D dataset, which has higher quality than
machine-generated ones.

(a) MG: c picks the wheel; GT:
c turns the handle of the wheel
mounting machine with his left
hand.

(b) MG: c picks a screwdriver
from the floor with his left hand.
GT: c sprays the wheel with the
spray bottle in his right hand.

Figure 3. Comparison of captions generated by Image GIT (MG)
and Ego4D Narrations (GT). Ground-truth captions are more ac-
curate and contain more information.

the prompt as “Provide a one-sentence accurate caption for
the given image. The image is egocentric and the caption
should focus on the person’s interaction with other objects.
Never make any guesses about the scene.” to encourage the
model to produce captions similar to the narrations from
Ego4d. For all captioning models, we sample once every
100 frames and end up with around 120 unique captions per
clip.

To save the expense of OpenAI API requests, we only
use 14 clips (with 149 queries in total) from NLQ validation
split as our validation dataset for all experiments. The vali-
dation and test results are summarized in Table 1. One com-
plete run on the test dataset costs around $25 using Ope-
nAI’s GPT4 API.

Results and Discussion. We find that using Ego4D nar-
rations gives the best performance across all metrics and
the ensemble of Video GIT and Image GIT (GIT++) is the
second. Since ground-truth narrations are not available in
the test set, we evaluate with GIT++ on the test set and it
achieves 18.07% meanR@1 which improves the baseline
model (NAQ++ RELER) by almost 0.4%.

By inspecting the generated captions, we observe that
the performance of our approach is limited by the qual-
ity of the captions. All three captioning models (Image &
Video GIT, LLAVA) are biased towards predicting common

objects with high frequency in training data (e.g. “screw-
driver” is predicted by the captioning model but is absent
from Figure 3b). When the captioning model fails to capture
the target object but misclassifies something else at other
timestamps, GPT-4 will confidently predict a wrong inter-
val because it is provided with an incorrect context, leading
to a performance drop compared to the base NLQ model.
In contrast, an oracle that uses the Ego4D narration data,
which contains fewer but more accurate annotations, out-
performs all other models including baselines. This con-
firms that LLMs such as GPT-4 have strong reasoning skills
that extend towards question answering with extra long con-
text, and with the ever-increasing quality of captioning and
reasoning delivered by LLMs, we expect that our method
has the potential to further improve in the future.

We notice that most of the queries in the NLQ chal-
lenge focus on specific objects in the video while captioning
models tend to focus on the surrounding context and ne-
glect these small objects. We also experiment with adding a
text-conditioned detector (MDETR [11]) to the current cap-
tioning model and applying a text-conditioned captioning
model (LLAVA) by integrating queries to the prompt. How-
ever, they all suffer from bias towards false positives and do
not lead to significant improvement.

5. Conclusion

Inspired by the concept of “inner speech” from cognitive
science, we propose a novel framework of converting ego-
centric videos into textual captions and leveraging an LLM
for coarse-grained filtering and a pretrained NLQ model to
refine the predictions. Our proposed method improves the
performance of the previous state-of-the-art model (NaQ++
ReLER) and shows potential in similar video question-
answering tasks.
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